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Vectors and Matrices

3 n-dimensi_or_lal column vector and row vector

ai
as

a=1. al =lay,as,. .., )
| O |
» Properties
at+b=b+a a(a +b) = aa + ab
(@+b)+c=a+(b+c o(fa) = (ab)a
0 = (0,0, ...,0) la=a (—la=—a

at+0=0+a=a a0 =0 =0a



Linearly Independent

» A set of vectorsga,,....a;} 1S said tolbeearly independent if
the equalityalal +aoa9 + ... +apar =0
Implies that all coefficients,,i=1,...x, are equal to zero.

» Any set of vectors containing the vectois linearly
dependent.

» A set of vectorsa,,....a;} IS linearly dependent if and only if one
of the vectors from the set idiaear combination of the
remaining vectors.



Subspace

» Asubsetyv oR"is called asubspace of R"if v Is closed under
addition and closed under scalar multiplication.
If a andb are vectors m , then the vecwrsb andaa are also n
for every scalar
» Let ay,..,a; be arbitrary vectorsii. The set of all their linear
combinations is called thspan of a,, ..., a;

» Given a subspace , any set of linearly independent vectors
{ai,...,a;} c vV Such thaty = spanfai, as, ..., a] IS referred to as a
basis of the subspace

» All bases of a subspace contain the same number of vectors.
This number is called theétmension of v.



Subspace

» If {ai,..,a;} IS @basis of ,thenany vegtor vy of can be
representedniquely asa = ciay + mas + ... + ar,.~, Where
a € Ri=1,2,...k

» The coefficients,;,i=1,2,....k, are calledeberdinatesof a

)

with respect to the basis,, ...,a:}



Rank of A Matrix

» Consider then x»  matrix

A=

anl aig -
as1 QA2 - -

Am1 Am2

Ain
Aon

a'mn

ag

a1k
A

Amk

» The maximal number of linearly independent columnA isf
called therank of A, denoted byank(A). Therank(A) is the

dimension ofspanja,, as, .... ;)

» The rank of a matriA is invariant under the following

operations:

Multiplication of the columns of by nonzero scalars.
Interchange of the columns.
Addition to a given column a linear combinationotiier columns.



Determinant

» The determinant of the matrix= [a,, a, ..., a,) IS a function of its
columns and has the following properties:
detlay, ...,a;_1, aay, ..., a,| = adetlay, ...,a;_1, ay, ..., a,)
If we havea, = ari1 det(A) =0
Determinant of an identity matrix is 1.
If one of the columns I8, then the determinant is equal to zero.

The determinant does not change if we add to anaolanother
column multiplied by a scalar.

The determinant changes its sign if we interchamugemns.



Determinant

» A pth-order minor of an m x»  matrid, with p < min{m,n} ,is
the determinant of axp  matrix obtained frAroy deleting
m-p rows andi-p columns

» Ifanm xn matrbd (m >n») has a nonzerpth-order minor,
then the columns dA are linearly independent; that is,
rank(A)=n.

» The rank of a matrix is equal to the highest order of its nonzero
minor(s).

» A nonsingular (or invertible) matrix is a square matrix whose
determinant is nonzero.



a1 r1 + apry + - - + ayx, = by,
9121 + 29T + -« - - + a9 Ty, = bo,

Linear Equations a1 -+ g+ -+ Qo = by,

» Givenm equations im unknowns of the form
» We can represent the system of equations:ase

apilz aiz -+ Qaip bl i)

as1 Q22 -+ QAop : 52 )
A= 7 | =lay,as, ..., a, b= | T =

Aml Am2 *** AQmn bm Tn

» The system of equations - » has a solution if and only if
rank(A) =rank([A, b])
» If rank(A)=m, a solution ta4z =» can be obtained by assigning

arbitrary values fon-mvariables and solving for the remaining
ones.



General and Particular Solutions
» Theorem 4.7.2

10

If X, denotes any single solution of a consistent linear system
Ax =D, and ifv,, v,, ..., Vv, form a basis for the null space of

A, (that is, the solution space of the homogeneous system

= 0), then every solution o&x = b can be expressed in the
form

Conversely, for all choices of scalaxsc,, ..., ¢, the vector
X In this formula is a solution &&x = Db.



Example (General Solution 8k = b)

» The solution to the I &

nonhomogeneous system - S

X | |—3r—4s-2t 0 -3 -4 -2

X, + 3%, — 2Xs + 2Xs =0 %2 ' 0 1 0 0
22Xy + BXo —DX3—2X, + 4X5 —3Xg =-1 %2 m2s _| © +r 0 +5 e +t °
Bxy+ 10k,  + 15%;=5 X 3 0 0 ! 0

t 0 0 0 1

2, + 5X + 8, + 4% + 18x; = 6 %

Lo ot B+ 1856 x| | 13 | |u3] |o| |0] |0

IS
which is the general solution.
X =-3r-4s -2t %=1, » The vectolx, is aparticular
2;22’;4 03 solution of nonhomogeneous
’ system, and the linear combination
X IS the general solution of the
homogeneous system.

» The result can be written in vector
form as
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Inner Products and Norms

» Forz yc r® , theilEuclidean inner product is
(T, y) = > vy = wT’y
» Properties:
Positivity: (z,z) >0 (x,z)=0 ifdonlyifz=0
Symmetry{z,y) = (y, )
Additivity: (z+ 1y, 2) = (x, 2) + (y, 2)
Homogeneity{re,y) = r{x,y)  for everg R
» The vectors angl are said todo#ogonal if (z,y) =0

» TheEuclidean norm of a vector: Is defined as
|z]| = /(z,z) = Valz
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Inner Products and Norms

» Cauchy-Schwarz I nequality: For any two vectors apd R?,
the Cauchy-Schwarz inequality
[z, y)| < [z|lly
holds. Furthermore, equality holds if and only # oy for
sOmea e R

» The Euclidean norm of a vector has the following properties
Positivity: [|z|| >0 ,[z||=0 ifand gnf z =0
Homogeneity|rz|| = |r|||z||,r € R
Triangle inequalityfz + y|| < ||z|| + ||y||
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Inner Products and Norms

» The Euclidean norm is an example of a genaebr norm,
which is any function satisfying the three properties of
positivity, homogeneity, and triangle inequality.

» Other vector norms:
1-norm: HiBHl = ‘xl‘ +oeee ‘mn‘
oo— NOIM: ||z ||o = max; |2
» The Euclidean norm is often referred as the 2-norm, denotid- by
» pP-norm: i, — {(|x1|p bt ‘xn‘p)l/P ifl <p<oc
)=

max{|z], o |2a}  ifp= o
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Inner Products and Norms

» Afunctions: " — R™ isontinuousatz Iif foralle>o0 , there
existss >0 suchthay — z|| <d = ||fly) — flx)|| < e

» If the functions is continuous at every poinRh we say that
It IS continuous omR".
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Inner Products and Norms

» For the complex vector spa€g, we define an inner product
(z,y) =>", =y, where the bar denotes complex conjugation.

» Properties:
(x,xz) >0, (x,z) =0 Ifand only i& =0

(x,y) = (y, )
x+y 2)=(® 2)+(Y,2)
(re,y) =r{x,y), wherer € C
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